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Introduction:

The unprecedented growth of cultural data created, collected and shared digitally over
the past decade presents enormous opportunities for a better understanding of cultural trends,
popular interests and human needs. Extracting information from heterogeneous and, at times,
poorly defined data sources and then applying this information in a cogent way presents
significant challenges, but holds the promise of advancing the state of the art across many of
the core disciplines of Culture Analytics: the Humanities, the Social Sciences, the Library
Sciences, Applied Mathematics, Physics and Computer Science. Meaningful advances in the
study of culture can derive from a deliberately translational approach to the data-driven study of
culture at scale, engaging in a vigorous transdisciplinary approach to problems that range from
archiving historical cultural artifacts (see White Paper: Cultural Archives), to helping individuals
navigate the cultural complexities of the dating scene (see White Paper: Cultural Phenomena at
Multiscale and Multiresolution: Powers and Perils), from tailoring culturally-sensitive medical
interventions for at risk patients to creating personalized advertisement, while recognizing the
demands of users as they navigate these complex collections (see White Paper: Interfaces and
User Experience Design for Culture Analytics).'

Challenges in culture analytics abound and the enterprise can only succeed if deep
teams that traverse these core disciplines are created, taking advantage of the domain
competencies of all the team members, thus sidestepping one of the greatest potential traps of
data science: imagining that everything is a nail once one has constructed an algorithmic
hammer. Indeed, once an issue is identified, one must ask the right questions, acquire and bring

' All examples are taken from the lectures presented at the Culture Analytics long program of 2016 at IPAM:
Ingrid Daubechies (Duke University) “The Master's Hand: Can Image Analysis Detect the Hand of the
Master”; Workshop 4: Understanding History through Topic Modeling. Joint work with David Blei (Statistics &
Computer Science), Allison Chaney (Machine Learning), Hanna Wallach (Computer Science), and Matt
Connelly (History); Workshop 3: Network Structure and Dynamics of the Scientific Workforce Aaron Clauset
(University of Colorado); Workshop 1: Maximilian Schich (University of Texas at Dallas) Figuring out Art
History - Towards a Systematic Science of Art and Culture.
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structure to the available but ever-evolving data, so that a meaningful analysis grounded in a
substantial understanding of culture can be carried out. Results must be presented in an
intelligible and user-friendly way across disciplines that reveals the value added by approaching
the problem from the translational data science approach of culture analytics.

During the Spring of 2016 NSF’s Institute for Pure and Applied Mathematics (IPAM) at
UCLA embarked on one of the first large-scale experiments of this kind, bringing together forty
professionals from a variety of backgrounds for a residential period of three months to share
experiences, foster collaboration, and spark cross-disciplinary dialogue. An additional 115
speakers and participants from academia and industry came to participate in workshops for
varying lengths of time to share their expertise and to explore future research collaborations.

The 2016 Culture Analytics long program has allowed us to establish interdisciplinary
collaborations and to lay the foundations for the creation of a common outlook and toolkit across
disciplines. Among the participants were literary scholars, mathematicians, computer scientists,
educators, librarians, medievalists, geographers, political scientists, artists, designers,
sociologists, physicists, art historians, cultural historians, statisticians. As a group, we realized
that we often tackled similar questions from different perspectives, and found it constructive to
learn from each other's methods and backgrounds, through critique and thinking out of the box.
Our interactions show that translational research between the Humanities, Social Sciences,
Engineering and the Mathematical Sciences can be greatly beneficial in identifying questions,
honing approaches, and finding new ways to overcome obstacles. Hard scientists were able to
offer methodological strength to the complex culture-grounded research questions offered by
experienced Humanities scholars and social scientists. Importantly, the collaborative
engagement across these disciplines allowed for new, significantly more sophisticated
questions to be formulated.?

As an example, we created a diverse working group of 10-15 people to analyze trends
emerging from the art and science Leonardo Journal published by the MIT press (Cambridge,
MA) for which raw data was available. The group met at the same place and time during the
non-workshop weeks of the long program. As a group, we educated each other on our
respective methodologies, and were able to find common language and understanding. We
proposed specific research questions, dissected and discussed these problems in a cooperative
and constructive manner, and began formulating more substantive research questions. Those of
us who had specific skills, such as topic modeling analysis, data cleaning or script coding, gave
tutorials and documented that work in detail, sharing files on google docs. As a result of this
collaboration, the group has put together a multi-year, international grant application to the
Transatlantic Program of the Digging into Data challenge (NEH, CLIR and NSF as the core US
partners).

2 Workshop 3 - A relational practice approach to the study of social networks Maria Binz-Scharf City
University of New York (CUNY)
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Challenges in Translational Data Science for the Study of Culture:

Culture analytics reaches across many disciplines. As noted, a core challenge is
studying cultural artifacts and culturally-informed behaviors at the very large scales now
possible, being cognizant of the complexity, heterogeneity, and velocity of these data resources.
While there are clear benefits to addressing the data-driven analysis of culture through a
multiscale / multiresolution model of culture (see White Paper: Cultural Phenomena at
Multiscale and Multiresolution: Powers and Perils), such an approach necessitates a
translational disciplinary perspective that is fundamentally reliant on collaboration across
traditionally unrelated disciplines. The level of collaboration necessary for successful Culture
Analytics is a key challenge in this burgeoning area.

Humanistic + Scientific methods:

For well over a century, the discourse on cultural studies has been divided across the
frameworks informed by interpretive methodologies (hermeneutics) as opposed to empirically
driven methodologies. The former contends that a relativist approach is necessary and that
phenomena and observations must be interpreted in context. Meanings, social uses, symbolic
values, historical eras, may all contribute to the same material being interpreted in different
ways. The latter builds on the assumption that scientific, universal, quantitative models must be
at the basis of cultural understanding. From this viewpoint, the processes that lead to the “truth”
are not dissimilar from those used in the development of mathematical theorems or of the
universal laws of physics. Can we use, bridge and integrate these approaches? If so, what
methods can we use?

Data applications:

Cultural and technological artifacts mediate how we access and interact with the world.
Can we design virtual and real-life user-interfaces that ease and increase participation, access,
transparency, affordability, activism, exchanges of ideas (see White Paper: Interfaces and User
Experience Design for Culture Analytics)? Can we use these tools to better our social and
natural environment and help alleviate local and global socio-economic problems?

Scientific methods:

Science uses a number of methods: the laws of physics, statistical inference, and
simulations. When and how can we apply them to traditional humanistic approaches? Which
methods do we select? How do we ensure that end results make sense, that they are
understandable to both communities, that the integrity of each discipline is maintained?
Judiciously translating methods across fields is the crux of all interdisciplinary efforts, one that
can lead to great rewards if tackled properly: new humanistic insight may emerge thanks to the
use of quantitative methods; at the same time the development of new quantitative tools may be
spurred by the unique challenges of problems in culture analytics.
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Humanistic methods:

Culture is a dynamic process that not only involves the creation of expressive forms, but
also the reception and interpretation of those expressions by a wide range of audiences. The
same artifact may be interpreted differently by different groups of people and different points in
time. How can we incorporate cultural context in the context of data-driven analysis? Can we
develop methods that quantify context, or allow for a more relativist analysis? Possible
examples include tracking the history of cultural artifacts (such as magazine covers reflecting
standards of beauty) to highlight how these aesthetics change geographically, in time, and in
response to current events. The proper analysis of evolving cultural structures calls for tools
from both the sciences and the Humanities.

Group dynamics and workflows:

Due to its inherent cross disciplinary nature, analyzing culture requires the integration of
diverse tools and knowledge that may be specific to the particular phase of the workflow.
Among the most common stages of any work plan are Data Mining (calling for expertise in
Mathematics and Computer Science); Visualization (calling for expertise in Data Visualization,
Design, Art, Library Information Science); Analysis and Interpretation (calling for expertise in the
Social Sciences and Humanities). A typical workflow, with other auxiliary stages, is depicted in
Table 1 and Figure 1. Traditionally, some of the disciplines within these stages have been
deeply siloed: for them, cross collaboration is a new challenge. However, even for fields that
have been more open to cross-disciplinary work, such as Applied Mathematics that has
benefitted from branching towards biology, physics or finance, interacting with the Humanities
and Social Sciences opens new possibilities.

Sample Culture Analytics Workflow -- Art History of Late 19th Century France

1. Define an area of interest along with meaningful interrelated research questions from different
disciplines
2. Devise domain data
a. Data Collection (domains: Art History methods: Computer Science, Library/Info
Science)
b. Data Cleaning (Computer Science, Linguistics)
3. Modeling and Representation (Computer Science, Applied Mathematics, Art History)
a. Data Mining (Mathematics, Computer Science, Art History)
b. Visualization (Data Visualization, Art, Library Information Science)
4. Analysis / interpretation (Sociology, Art History, Anthropology)
5. Refine and Repeat

Table 1: Typical stages of a cultural analytics workflow. Note the wide variety of disciplines involved, and the
need for continuous dialogue and feedback across stages.

White Paper: Translational Data Science 4





Due to the high degree of specialization that seems to be requisite in each of these
stages, it is tempting, and almost natural, for the respective experts to create insular working
groups that are not necessarily integrated with one another. As a result, the process risks
becoming fragmented into sub-processes having each their own language, tools and approach,
rendering the collaboration into a series of “black boxes”, the inner workings of which are
inaccessible to outside members. While some degree of specialization is necessary, the
translational goal of Culture Analytics is to devise mechanisms for better integrating tools and
expertises across disciplines without requiring individuals to master all the necessary
methodologies.

KNOWLEDGE DATA
J, |
Make assumptions Discover patterns Predict & Explore
f}.r _.Q — | nEEENRRNRR A" .
Criticize model
Revise

Figure 1: Schematic of a typical cultural analytics workflow as illustrated by Dr. David Blei
http://helper.ipam.ucla.edu/publications/caws4/caws4 12767.pdf

For Culture Analytics to move beyond the impressive initial success of the field, it is
imperative to create clear opportunities for researchers to interact and learn from one another,
supporting the essential iterative processes outlined above. Critically, researchers must have
opportunities not only to identify appropriate and emerging methods to solve specific problems,
but also to find collaborators with whom to formulate and solve these problems. Throughout the
program, various lecturers pointed out these challenges and showed effective ways of
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overcoming them.? Additional examples were presented related to successful collaborations
between artists and researchers in different fields.*

Common Language:

Understanding the value of disciplines other than one’s own is a central step in creating
a truly interdisciplinary working group. It is important to not speak in jargon, to be humble and
listen to one another. For example, similar terms may index different concepts in different
disciplines, and vice-versa. These attitudes may be helpful in developing a common vocabulary,
and hopefully a common language, to avoid misunderstandings and so that exchanges can be
more direct, and for a better understanding.

Recommendations:

Below we propose some possible solutions to the challenges outlined above. Of these,
some come from within specific disciplines, and can be implemented by researchers, while
others may require social or institutional changes.

1. Support mechanisms to establish common language and methods across disciplines

One of the best ways to foster cross-cultural dialogue is education (See White Paper:
Teaching Culture Analytics). Basic tools and approaches can be taught at different levels, from
undergraduate and graduate seminars and classes, to extended workshops and programs for
academic researchers, from online tutorials and videos to dedicated educational websites.
Some of the goals of these educational efforts include:

e Training Humanities and social science scholars in fundamental scientific skills and
approaches including statistics, data analysis, and fundamentals of computer science,
including coding and data structures

e Training scientists in aspects of the Humanities and qualitative Social Sciences,
particularly anthropology, sociology and geography, so they can acquire a fundamental
understanding of the methods used in these fields that focus on the study of culture

e Training all culture analytics researchers in visualization and user interface design as
means for exploring data and being better able communicate findings both to other
experts and general audiences (See White Paper: Interfaces and User Experience
Design for Culture Analytics).

3 Workshop 1: Jacob Foster (Sociology, University of California, Los Angeles (UCLA)) : Metaknowledge:
Mapping. Measuring, and Modeling Science; Yong-Yeol Ahn (Indiana University) Emotion, complexity, and
cultural transmission; Workshop 2: Mauricio Giraldo (New York Public Library) Human-Computer
Collaboration at NYPL Labs; Workshop 1: Lev Manovich, Culture Analytics Beyond text.

4 Tutorials: Victoria Vesna (University of California, Los Angeles (UCLA)) Part 1: Bird Song Diamond:
mapping the acoustic network of birds (with John Brumley); Workshop 1: George Legrady University of
California, Santa Barbara (UCSB) Media Arts & Technology. Making Visible the Invisible DataVis at the
Seattle Public Library; Workshop 2 : Philip Beesley (Philip Beesley Architect Inc.) Living Architecture

Systems.
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We are not advocating that scholars become experts in the other disciplines with whom
they will work. What we are advocating is that researchers be exposed to, be curious of, and
become well-versed in the terminology, approaches, and questions of the other disciplines that
traverse the many disciplines of Culture Analytics. This cross-pollination will allow for better
dialogue, cooperation and understanding, and will lead to more robust, intellectually sound, and
meaningful results. No single group can turn their expertise to this complex data and expect
success. Rather, through a true translational data science for the study of culture, Computer
Scientists, Mathematicians, Physicist, Engineers, Social Scientists, Humanities Scholars all
working together will be able to ask and answer the vexing questions of culture.

2. Develop interdisciplinary collaborations

As participants in the “Culture Analytics” Long Program, we found it very useful to have a
physical location and ample time to interact. Several collaborations were formed and we hope to
see them come to fruition in the months ahead. We thus recommend:

e Support for more opportunities for researchers to meet, interact, and foster the creation
of interdisciplinary knowledge, such as summer schools and long programs similar in
spirit to “Culture Analytics”;

e Within these programs, create interdisciplinary social situations for researchers to
discuss ideas on a regular basis (e.g. tea-time, small dedicated working groups);

e Encourage student and faculty exchanges (summer internships or visiting faculty within a
research group);

e Develop in-residence programs for artists and designers to join research labs (both in
the Humanities and in the sciences) to specifically develop culture analytics projects.

3. Support the dissemination of interdisciplinary work
Since Culture Analytics is a new, emerging and truly transdisciplinary field, there is a
need for better outreach, awareness, and dissemination of interdisciplinary knowledge. We
believe that this may be achieved by:
e Incentivizing the diffusion of interdisciplinary journals, conferences, workshops, with a
specific emphasis on overcoming the barriers of traditionally siloed disciplines;
Offering more grant opportunities to foster interdisciplinary research.
Creating more opportunities for the general public to understand and appreciate the
societal benefits of culture analytics, with specific examples of how our research efforts
impact and hopefully better people’s lives. One possibility would be to create interactive
portals to encourage participation in culturally aware social, environmental and
educational campaigns.

4. Accessibility to data, tools, methods and analysis by educators and researchers

Due to the great diversity of user backgrounds and purposes, tools must be designed (or
redesigned) with the widest possible audience in mind and must be portable to accommodate
different levels of expertise. We propose:
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e The development open source, “user friendly” software. The goal is to offer basic
commands and concepts given that one of the largest barriers many non computer
scientists face in beginning to work with the data-driven analysis of culture and cultural
phenomena is learning how to write code.

e Making data more accessible to researchers, given the needs and speed of twenty-first
century research. Progress is at times hindered by copyright issues that vary from
country to country. Encourage (and incentivize) open data for research, from large
private companies, such as Google, Twitter and Facebook;

e Creating venues for researchers to share best practices both within academia and with
the general public;

e Creating code and repositories, as well as demonstrator projects with reusable code and
data, that are specific to culture analytics methods.

Conclusions and future outlook:

Many scholarly disciplines are currently confronted with opportunities and challenges
brought on by unprecedented access to “big data”. Big data, however, can lead to just as big
errors if a project gets off on the wrong foot. Culture Analytics is focused on bringing together
teams from across all of the culture disciplines and all of the data science disciplines to ensure
that we ask the proper questions, offer the proper analysis, using the proper tools and the
proper methodologies. Understanding and making sense of cultural data, however large or
small, requires thorough thinking and a wide range of methods and viewpoints. Collaborations
are fundamental for a holistic, complete view of cultural data, cultural structures and social
causalities.

In most data-driven cultural studies to date, researchers have been content with simply
incorporating methods or perspectives from disciplines other than their own without true
engagement with domain experts. Much greater leaps can doubtlessly be made by fashioning
truly collaborative teams where ideas, methods, and questions are developed across disciplines
without simplifying challenges and assumptions.

Learning and appreciating skills beyond one’s own discipline is time consuming and
requires a sincere commitment. However the rewards are valuable for everyone involved, as
evidenced by the enormously positive outcomes of the Culture Analytics long program. By
joining forces, research questions will not run the risk of lacking accuracy or of missing the
greater picture; the tools used will be state of the art and the approaches employed will
guarantee optimal outcomes.

The “Culture Analytics” long program of 2016 at IPAM-UCLA was a first step in
establishing a common language for the data-driven analysis of culture at scale, fostering
interdisciplinary collaborations, and accessibility across disciplines. We hope that further
progress will be made as members of the core group return to their home institutions and
continue collaborating on joint projects initiated at IPAM.
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Cultural Archives:

Enhancing Materials, Collections,
Formats, Data for Culture Analytics

Peter Broadwell (UCLA Digital Library)

Goki Miyakita (Graduate School of Media Design, Keio University)

Lindsay King (Yale Arts Library)

Mehrdad Yazdani (Qualcomm Institute at UCSD and the Open Medicine Institute)
Ekaterina Lapina-Kratasyuk (National Research University Higher School of Economics)
Timothy R. Tangherlini (UCLA Scandinavian Section)

“We turn our own lives into an information archive by storing all our emails, SMS, digital
photos, and other “digital traces” of our existence.” - Lev Manovich, 2005

Introduction

Culture emerges from human interactions with each other, with the environment and with
ideas, and is recorded in the entire continuum of human expression, from literature, art, and
drama, to the documentation of everyday life in tweets, advertisements, and patterns of web
activity. At times, these expressions are consciously preserved, while at other times they are
not. The “stuff’ of culture analytics constitutes these vast, disparate archives and, as such,
represents a different conceptualization of what has traditionally been conceived of as “the
archives.” Yet conceptualizing archives as data types in a broad, integrated fashion provides a
sound basis for analytic work that considers the cultural processes and the outcomes of these
processes that shape our world.

In order for Culture Analytics to succeed, scholars need to be able to access, discover,
and traverse these vast archives of cultural data in a coherent manner. This challenge
recognizes the heterogeneous nature of such data, and that data appears in many different
forms, in many different languages, and often in many different formats. There are several
second-order challenges that are fundamental to the challenge of archives in Culture Analytics.
For example, data preparation and data resource discovery remain significant barriers to current
work. Ideally, future scholars will be free to use the right datasets for their research questions,
not just the most conveniently available or correctly formatted datasets.
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Challenges

The archives group identified six core challenges related to data preservation, access
and storage for Culture Analytics. Each of these challenges are interrelated and recognize the
dynamic nature of culture, which is always in a state of change. The explosive growth in both
new expressive forms and the digitization of historical resources for the study of culture means
that these questions are central to the success of Culture Analytics.

1. How do we alleviate the bottleneck of data preparation and data discovery to facilitate
data-driven culture analytics?

Creating curated cultural datasets will facilitate data-driven culture analytics by addressing some
of the common pitfalls in data selection. In machine learning, having well-curated datasets has
been an important factor in recent advances made in algorithms (cf. “Datasets over
Algorithms”). Machine learning has benefitted from having many “baseline” datasets for
students to use in learning to apply existing methods and for researchers to test and develop
new methods. Similarly, since data and computational methods are such an integral part of
culture analytics, establishing relevant datasets that pertain to cultural questions will allow
researchers to quickly iterate over different computational methods to advance the field. For
example, prior to embarking on an analysis of a set of visual art images, the images would be
vetted for color fidelity and authoritative metadata. (cf. Artistic Al: Analyzing Visual Culture
Through the Eyes of a Machine).

2. How can we combine text, 2D and 3D images, video and audio in the archival realm?
Typical computational methods deal with a small range of specific media and data structures
(networks, text documents, images, etc.). Cultural processes and the products of those
processes are often far more diverse, and require that archives be able to store the
heterogeneous resources. For example, on social media websites, social interactions take place
over a graph and the interactions themselves are expressed through content such as texts,
images, and videos. We need to establish computational methods that combine these
heterogeneous data sources in a robust, consistent and predictable manner. Recent advances
in deep learning, particularly dealing with images, languages, and time-series data, suggest a
promising framework. For example, new image caption algorithms provide an example of a
model of combining text and images (cf http://cs.stanford.edu/people/karpathy/deepimagesent/).

3. How can we make non-English data as accessible as English data? Globalization and
advanced internet infrastructure have made it possible to access datasets around the world.
Nevertheless, there are still many walls between nations, including language and, interestingly,
aesthetics. Making multilingual datasets available to multilingual audiences will allow for
considerable gains in the understanding of cultural processes that span linguistic areas, as well
as those that are related to one or another linguistic group, be that a current group or a historical
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group. Given the promising advances in recent years, deep learning methods for language
translation may emerge as a central technology for facilitating this type of work.

4. How do we integrate historical, non-digital archival resources with born-digital and
hybrid archival resources? Scholars need to be able to move seamlessly between formats
and types of data that address a given research question. Tracing influence on and reception of
a living artist’s work, for example, might involve looking at personal networks in two formats:
reading handwritten letters as well as considering Facebook postings, in order to preserve
original context within the archive. Without that context, the mode of communication could
become a confounding factor.

5. How do we integrate proprietary data sources (restricted by copyright, vendor license,
or privacy concerns) with public data sources? Ever larger amounts of cultural data are
being digitized by libraries, and also by corporate vendors. These data sources may be
restricted by privacy concerns (as with Holocaust testimonies), by copyright (as with
contemporary authors or artists), or by vendors (as with historic magazine or newspaper
collections), but they represent part of the cultural landscape that needs to be traversed as well.
Considerable effort will need to be expended in addressing these issues, to ensure that
research is not unnecessarily hampered by overly restrictive access regimes, while recognizing
the significant issues related to privacy (Sandvig 2016).

6. How do we facilitate discovery of unofficial or underground archives that may
counteract prevailing narratives? In closed or semi-closed societies or during wartime, official
archives are often inaccessible and/or neglected. To balance this situation, participatory
archives are flourishing, but their audience is limited and the data collected about past or
contemporary events is not a focus of decision-making processes or academic research. Can
we find efficient ways to combine crowdsourced efforts and professional ways of collecting
data? Moreover, is there a possibility to provide the community with tools which allow them to
make the data collected in the crowdsourcing process more visible to people researching in
archives?

Future directions

Culture Analytics as an emerging field is enriched by a diversity of scholars having
access to rich historical data. The development of accessible digital archives lessens the digital
divide, while collective sourcing empowers individuals to work on public collections and the
building of interoperable datasets and tools, particularly those that are based on open-source
software and Linked Open Data. An extraordinary example of this can be found in the work of
the New York Public Library (cf Human-Computer Collaboration at NYPL Labs). Democratization
of access opens up the field to scholars at varying levels of technological skill and institutional
funding. A scholarly community of practice for Culture Analytics would aim, in turn, to move from
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constellations of discrete digital projects to networks of shared applications and data within and
across disciplines.

Already we are seeing exciting developments in these areas. Preservation of cultural
materials enabled by rapidly mobilized technological tools for archiving allows real-time analysis
of cultural occurrences along with the archiving of current events as they happen. For example,
we can conceive of social-media discussions about ISIS as a cultural archive to be analyzed as
events are unfolding and later, when events have passed into history, we can see the value of
synchronic and diachronic analyses of this kind of data. Similarly, easily deployed mobile
technology taking advantage of mobile phone cameras and GPS can be used to help document
imperiled archaeological sites or artwork, be the threat from natural disasters or social unrest.

Some of these archival challenges have computational solutions, while others require
social or institutional changes. The awareness of disparate types of data in multiple archives will
be key to future scholarship.

Relevant presentations from the Culture Analytics workshops

All of the presentations and discussions throughout the Culture Analytics long program
involved “archival” materials in one form or another. Yet because presenters focused largely on
analytical techniques (in keeping with the theme of the program), the role of the archive was not
strongly foregrounded in most talks. Even so, the opportunities inherent in these projects as well
as the archive-related barriers they encountered pointed to the key challenges for developing
next-generation cultural archives formulated above.

The following list highlights presentations from the Culture Analytics workshops that explicitly
presented new archival techniques.

Crowdsourcing and advanced public access interfaces for archives

Amanda Visconti (Purdue University)

Reading with the crowd: InfiniteUlysses.com & designing social interfaces for public literature
participation

Sebastian Chan (Australian Centre for the Moving Image)

The intersection of museums, collections, interfaces and visitor data

Mauricio Giraldo (New York Public Library)

Human-Computer Collaboration at NYPL Labs

Advanced techniques for data discovery and description, focusing on images
Taylor Arnold (Yale University)
Recommender Systems for Digital Archives

Lindsay King (Yale University)
Data Mining beyond Text in the Vogue Archive
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Improving processes of data discovery and preparation, attempted multilingual resource
development

Peter Broadwell (University of California, Los Angeles (UCLA))
Library Systems and Paradigms of Cultural Data

Interrelationships of the archival challenge with other areas of
Culture Analytics:

e Multilingual description, translation and correlation across archives should be addressed
by advancements in language processing.

e Access to archive materials needs to support analyses at all scales: macro (accessing
and analyzing multiple sources across institutions and archives), meso (integrating local
communities of archives and collections), micro (close reading of specific items, access
to digitized versions of the original item). The multiscale/multiresolution focus area of
Culture Analytics will continue to develop approaches and paradigms to address this
aim.

e Anintensive focus on creating practices for translational data science and
collaboration across data types should help address the challenges of working with
multimodal data in archives and correlating text, images, video, sound.

e Similarly, work on advanced interfaces for data analysis will provide improved models
for archival data access, although cross-archival search and discovery is primarily in
the purview of the archives focus area.
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Interfaces and User Experience Design for
Culture Analytics

Feiyan Liu (Guangxi University)

Sheng Bi (Guangxi University)

Tunzi Tan (Chinese Academy of Sciences)
Damon Crockett (UCSD)

Ana Jofre (OCAD University)

Marcus Owens (UC-Berkeley)

Katy Bérner (Indiana)

Introduction

Access to cultural knowledge and participation in cultural production, both for
researchers and for the general public, is increasingly mediated by designed interfaces. Our aim
in this section is to offer a brief overview of recent work on interface design as it pertains to
Culture Analytics, and in particular on the work presented during our second workshop, “Culture
Analytics and User Experience Design”. Additionally, we will describe some challenges and
future directions for the application of interface design to Culture Analytics.

Interface Design

The notion of an interface is exceedingly general; anything that mediates between
entities can be understood as an interface. Our purpose here is to discuss specifically those
interfaces designed by humans, usually (though not always) as software, that are relevant for
Culture Analytics either as sites of cultural participation or production or as platforms for the
analysis and dissemination of cultural data.

The academic study of interfaces is often viewed as a subdiscipline within
Human-Computer Interaction (HCI). HCl is an interdisciplinary research program situated
between cognitive science and computer science and concerned with the myriad ways that
humans interact with computers. As a design practice, interface design is part of UI/UX (user
interface/user experience), a branch of software design that focuses on the experience of the
end user. User interface design therefore shares a genealogy with the development of “user
centered design” or “user experience design”. Work on interface design, whether theoretical or
practical, can originate outside these particular academic disciplines or industries, of course, but
anyone doing such work is thereby making contact with HCI and/or software design.

Because the human perceptual system contains several high-bandwidth information
channels, HCI research has a strong perceptual component, and very often the visual is
privileged over other sensory modalities. As such, the field of information visualization occupies
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a significant portion of research on interface design. Not all information perceptualization is
visual as increasing attention is being paid to both sonification and haptization as well. Similarly,
not all interface design concerns the static perceptualization of information. The role of
interactivity in interface design is steadily increasing as technological advances make possible a
range of interactive possibilities that go beyond static perception.

Interface Design for Culture Analytics

Particular instances of interface design, as they pertain to Culture Analytics, can be
classified according to whether (1) they are used by expert researchers or the general public;
and (2) whether they are designed for cultural participation/production or for
analysis/dissemination. Of course, particular designs can accommodate multiple audiences
and/or purposes, but these two axes can be used to identify a more or less exhaustive set of
interface types.

Interfaces, Participation and the Production of Cultural Data

Cultural participation and production happen in countless ways, but cultural products are
increasingly generated in digital format and are highly dependent on digital software interfaces.
In one sense, this is advantageous for cultural researchers, because born-digital cultural data
are easier to analyze using computational tools. Yet it is important for researchers to be aware
of the ways that such interfaces impose structure on the cultural data they produce.

Nearly all digital software interfaces for cultural production and participation are
web-based, and very many are “social’ in the sense that they involve interrelations between
people and generate social networks. The largest social networks, such as Facebook and
Twitter, allow for the production and sharing of nearly any kind of cultural output either by direct
submission or indirectly through hyperlinking. Other networks focus on particular kinds of
cultural output, such as Wordpress and Tumblr for text, Instagram for images, YouTube for
video, Soundcloud for music, Pinterest for craft, etc. Countless smaller, more specialized
platforms exist for every sort of cultural production imaginable.

During Workshop 2: Culture Analytics and User Experience Design, several speakers
described interfaces for cultural participation and/or production. Dan Russell (Google) discussed
the Google search interface as a site of perhaps unintentional cultural participation, treating the
resulting search data as a record of how people actually answer questions. Similarly, Dana
Diminescu (Telecom Paris) discussed the “digital traces” of migrants as unintentional cultural
products generated by ordinary interaction with digital interfaces. Philip Beesley described
architectural spaces that use sensors and robotics to respond to human movement and
behavior, generating a participatory experience with designed space.

Interfaces for Education of the General Public

Creative interface design plays an important role in public pedagogy by creating
situations in which the public can casually and playfully interact with data. One very well known
example of a data interface used in public education initiatives is Gapminder
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(http://gapminder.org ). At gapminder.org, visitors can access a repository of data on the health
and wealth of every nation in the world over several years (the data includes over 400
socio-economic indicators, such as GDP per capita, life expectancy, unemployment rates,
energy consumption, and education). Gapminder World is an animated visualization allowing
users to explore interactively relationships between two or three different measures, by country
and by year.

At the user experience design workshop, we were exposed to more examples of
interfaces designed for public pedagogy. Perhaps the most common form of interface design for
public education is data journalism. Isabel Meirelles (OCAD) discussed advances in the use of
interactive design for data journalism. Science museums and art exhibitions also provide
venues for educating the public. Stephen Uzzo from the New York Hall of Science
(http://nysci.org/ ) presented a large-scale, social, immersive, and gestural computational
interface to help communicate the complexity. Katy Bérner presented other examples of public
education venues, including the Information Visualization MOOC (http://ivmooc.cns.iu.edu ) — an
online public course, and the Places & Spaces Mapping Science exhibit (http://scimaps.org ),
which is intended to introduce the public to data visualization and science mapping. Kim
Albrecht presented a web-based interface, “Untangling Tennis” (http://untangling-tennis.net/ ),
which allows the public to visualize and interact with data collected about tennis players. Eric
Rodenbeck (Stamen Design) discussed a very recent collaboration between his firm,
psychologist Paul Ekman, and the Dalai Lama (!) called the “Atlas of Emotions”, an attempt to
visualize the properties of and relations among emotional states, aimed at the general public.
Taylor Arnold (Yale) discussed the application of work on recommender systems to the problem
of access to publicly available digital archives.

Interfaces for Public Participation in Cultural Analysis

In this age, public participation requires engagement with data. For example, many
major urban municipalities and national governments have launched open data initiatives
(“Open Data - Accessing City Hall | City of Toronto” 2015; “State of New York | Open Data”
2015; Government of the United Kingdom, 2015). The rationale behind these initiatives is
similar, and each speaks to the need for educating and mobilizing the public. Access to data is
one thing, comprehension and participation is another. Interfaces and data visualizations will
play a key role in making meaning out of the data, and in enabling public participation. Civic
engagement can increase a person’s sense of community and civic pride. At the user
experience workshop, Mauricio Giraldo, from the New York public library, presented ‘Building
Inspector’, a web-based application that allows the public to easily participate in the city’s efforts
to digitize historical maps. Communities, however, need not be restricted geographically, but
can be based on similar interests or common employment, and the user experience workshop
included examples of interfaces that enhanced participation within such communities. Amanda
Visconti from Purdue University presented “InfiniteUlysses”, an interface for James Joyce’s
Ulysses that allows readers to share annotations on the text. Lilly Irani from UCSD presented
“Turkopticon”, a platform that allows Mechanical Turk workers to communicate with one another
to potentially improve their working conditions.
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Interfaces for Expert Analysis

A considerable amount of work in interface design targets expert researchers. Truly, any
software tools used in research fall under this head, but our focus here is on tools designed
specifically for expert analysis. Several of our workshop presenters discussed such interfaces.

Sara Fabrikant (Zurich) discussed work on interfaces for time critical situations or in
dilemmatic decision-making contexts (e.g., navigation, disaster mitigation and response, search
and rescue, etc.). These interfaces are integrated with tracking systems for autonomic nervous
activity, and are responsive to changes in such activity. Danyel Fisher (Microsoft) outlined a
process of “data counseling” useful in business contexts, where the clients are domain experts
seeking assistance interfacing with their data. Nicole Coleman (Stanford) offered the intriguing
suggestion that Humanities researchers might find useful a suitably re-interpreted set of graphic
design tools. Tim Tangherlini (UCLA) discussed several interfaces designed for use in folklore
and literary studies.

Future Directions and Challenges

Evaluation criteria

One challenge in interface design, and an important area of future work in
interface design, is the evaluation of the quality and efficacy of designs. In her workshop
talk, Marti Hearst (Berkeley) discussed a method of evaluation deployed in her
classroom that uses a plurality of assessment metrics and promises to inform future
design heuristics.

Beyond the screen

Effective user interfaces must also be accessible to a plurality of people who speak
different languages, come from different cultures, and have differing levels of ability. It is
therefore crucial to consider creating inclusive designs to effectively communicate data across
diverse communities. For example, data visualizations may not be the most effective for those
with visual impairments. To this end, much work has been done on conveying data by means of
sonification (cf Kramer 2010), and on creating tangible interfaces and representations (cf Folmer
2013)

Future work on user interfaces will certainly move beyond the computer screen. Humans
have evolved sophisticated skills for sensing and manipulating their environment, and therefore,
to optimize our digital tools, it is expected that we should start designing them to engage our
sense of touch and three-dimensional space (Sharlin et al. 2004). Currently, most of our digital
technology is confined to screens, pointers, and keyboards, but the standard interface is rapidly
moving towards touch screens, which take advantage of our intuitive gestures and allow us to
apply our sense of touch to the task (Wigdor and Wixon 2011; Weiyuan Liu 2010). The future of
interfaces may start to converge with ubiquitous computing and the internet of things (Olson,
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Nolin, and Nelhans 2015), using everyday objects to interact with data and using natural
gestures to formulate operations.

Avoiding or managing bias’

Cognitive biases constitute the filter between what actually exists, and what we perceive
to be true. If a UX designer or UX strategist does not go through the process of identifying and
incorporating users’ cognitive biases into their work, the design stands to be misinterpreted, and
site goals stand to be unachieved. What many UX professionals tend to forget is that they also
develop cognitive biases that influence the work they produce. If these biases are not
recognized and accounted for, the produced experience could be optimized for the designer,
rather than the user. A common issue in agency life involves catering an experience to the
cognitive biases present in the room (the stakeholders), rather than those identified through
research and ethnography. Two examples of cognitive biases are:

1. Users’ Cognitive Biases: | know where it should be located / how it should look /
how it should behave / what it should be called

2. Stakeholders’ Cognitive Biases: | know what the user wants / what the business
wants / what’s technically possible / what best practices are

Making interfaces learnable?

Some features, especially if they are powerful, are going to have complicated interfaces
even though it is not always practical or enjoyable to learn how to use a complicated interface. It
is almost always more enjoyable to start using the feature right away and learn about its
advanced features through productive use. If the interface must be complex, designers must
offer paths to use the feature without a deep understanding of the interface, providing instant
feedback so users are guided towards the results they desire and a deeper understanding of the
interface. If users can iterate through potential solutions and receive instant feedback, they have
the tools to learn the interface through use.

VR/AR?

There is still a long way to go for VR. One of the most interesting current hurdles is the
user interface, a space which seems to be limited even for technology as ‘different’ as this. Most
current systems rely on presenting a pane of options onto a virtual wall, interfaces that would
look just as at home on a phone screen or within a video game. We contend that future
developments in VR should take into consideration that, at its best, VR is not simply a
simulacrum experience, but is in itself something real and tangible, providing a mix of the

' Jordan Julien: How Cogpnitive Biases Shape User Experience.
http://sixrevisions.com/usabilityaccessibility/cognitive-bias-user-experience/

2 Alex Parmentier: Challenges in designing learnable Ul for crowdsourced content.
https://simssa.ca/assets/files/AlexP.pdf

3 Drew Coffman: The Beauty of Virtual Reality, and the Challenge of User Interface.
https://extratextuals.com/the-beauty-of-virtual-reality-and-the-challenge-of-user-interface-5817979595¢8#.29
Onrzef2
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familiar and the new. Consequently, VR provides remarkable possibilities for applications in the
study of culture. Such applications are already being explored in the context of archaeological
recreations and virtual museum tours. We believe that there are almost limitless opportunities in
the application of rich VR environments to the analysis of cultural data.

Relation to Other Groups

Interfaces communicate information across disciplines and across levels of expertise
within collaborative projects. Good interface design is a crucial component of fostering effective
collaboration and translational data science for Culture Analytics. It will also be a crucial aspect
of creating accessible cultural archives for practitioners of the field. The development of
coherent shared datasets and baseline methods can act as both a resource and a guide for new
and extant practitioners; interface design will play an important role in disseminating such tools.

Beyond facilitating collaboration (see White Paper: Collaboration and Translational Data
Science for the Study of Culture), and connecting researchers to common archives (see White
Paper: Cultural Archives), interfaces can be helpful for probing cultural phenomena at multiple
scales (see White Paper: Cultural Phenomena at Multiscale and Multiresolution: Powers and
Perils), for exploring heterogeneous collections of visual and sonic data (see Workshop 1:
Culture Analytics Beyond Text: Image, Music, Video, Interactivity and Performance), and for
understanding language structure in literary data (see White Paper: Language and Culture
Analytics).

Visualization Frameworks

The design space for developing aesthetically pleasing yet insightful visualizations is
high-dimensional and inherently complex. Many different proposals exist on how to structure
this space to make it easier to navigate and manage. Major visualization frameworks include:

e Bertin, Jacques. 1983. Semiology of Graphics. Madison, WI: University of Wisconsin
Press.

e Borner, Katy. 2015. Atlas of Knowledge: Anyone Can Map. Cambridge, MA: The MIT
Press.

e Engelhardt, Yuri. “Syntactic Structures in Graphics (Links to an external site.).” See also
Engelhardt, Yuri. 2002. “The Language of Graphics: A Framework for the Analysis of
Syntax and Meaning in Maps, Charts, and Diagrams.” PhD diss., University of
Amsterdam.

e Few, Stephen C. 2012. Show Me The Numbers: Designing Tables and Graphs to
Enlighten. Burlingame, CA: Analytics Press.

e Harris, Robert L. 1999. Information Graphics: A Comprehensive lllustrated Reference.
New York: Oxford University Press.

e Horn, Robert E. 1998. Visual Language: Global Communication for the 21st Century.
Bainbridge Island, WA: MacroVU, Inc.
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e MacEachren, Alan M. 2004. How Maps Work: Representation, Visualization, and
Design. New York: Guilford. 271.

e Meirelles, Isabel. 2013. Design for Information: An introduction to the histories, theories,
and best practices behind effective information visualizations. Beverly, MA: Rockport.
Munzner, Tamara. 2014. Visualization Analysis and Design. AK Peters Press.

Pirolli, Peter, and Stuart Card. 2005. “The Sensemaking Process and Leverage Points
for Analyst Technology as Identified through Cognitive Task Analysis (Links to an
external site.).” In Proceedings of the International Conference on Intelligence Analysis,
2—4. McLean, VA: MITRE.

e Shneiderman, Ben. 1996. “The Eyes Have It: A Task by Data Type Taxonomy for
Information Visualizations (Links to an external site.).” In Proceedings of the IEEE
Symposium on Visual Languages, 336—343. Los Alamitos, CA: IEEE Computer Society.

e Wehrend, Stephen C., and Clayton Lewis. 1990. “A Problem-Oriented Classification of
Visualization Techniques (Links to an external site.).” In Proceedings of the 1st
Conference on Visualization, 139-143. Los Alamitos, CA: IEEE Computer Society.

e Wilkinson, Leland. 2005. The Grammar of Graphics (Links to an external site.). New
York: Springer.

e Yau, Nathan. 2011. Visualize This: The FlowingData Guide to Design. Visualization, and
Statistics (Links to an external site.). Indianapolis, IN: Wiley.

Key facets/properties for organizing visualizations:

Analysis Types (when, where, what, with whom)

Levels of Analysis (micro to macro)

Visualization Types (reference systems)

Data Overlays (modify reference system, add records & linkages)
Graphic Variable Types (to visually encode data)

For example Visualization Types comprise:

Charts: No reference system—e.g., Wordle.com, pie charts
Tables: Categorical axes that can be selected, reordered; cells can be color coded and
might contain proportional symbols. Special kind of graph.

e Graphs: Quantitative or qualitative (categorical) axes. Timelines, bar graphs, scatter
plots.
Geospatial maps: Use latitude and longitude reference system. World or city maps.
Network graphs: Node position might depends on node attributes or node similarity.
Tree graphs: hierarchies, taxonomies, genealogies. Networks: social networks,
migration flows.

Several speakers from WS2 started a book project that reviews major frameworks in an attempt
to update Bertin’s Semiology of Graphics 50 years after it was published in 1983.

White Paper: Interfaces and User Experience Design for Culture Analytics 7



https://iu.instructure.com/courses/1422858/files/55118256/download?wrap=1

http://ivmooc.cns.iu.edu/readings/Sensemaking-Process-Pirolli-and-Card.pdf

http://ivmooc.cns.iu.edu/readings/Sensemaking-Process-Pirolli-and-Card.pdf

http://ivmooc.cns.iu.edu/readings/Sensemaking-Process-Pirolli-and-Card.pdf

http://ivmooc.cns.iu.edu/readings/TR_96-66.pdf

http://ivmooc.cns.iu.edu/readings/TR_96-66.pdf

http://ivmooc.cns.iu.edu/readings/p139-wehrend.pdf

http://ivmooc.cns.iu.edu/readings/p139-wehrend.pdf

http://ivmooc.cns.iu.edu/readings/Wilkinson-GrammarOfGraphics.pdf

http://ivmooc.cns.iu.edu/readings/Wilkinson-GrammarOfGraphics.pdf

http://site.ebrary.com/lib/iub/detail.action?docID=10484696

http://site.ebrary.com/lib/iub/detail.action?docID=10484696

http://site.ebrary.com/lib/iub/detail.action?docID=10484696

http://site.ebrary.com/lib/iub/detail.action?docID=10484696



Conclusion

In order to best design the next generation of technologies to enhance communication,
collaboration, and cultural understanding, and to prepare for unintended consequences, we need to
incorporate a robust understanding of human and social capabilities with deep technical and
mathematical skills. To accomplish this, researchers, developers, and designers must demonstrate a
willingness to transcend disciplinary concerns. Questions of ethics, privacy, and sustainability are
essential components of this process as more and more people spend increasing amounts of time in
technology-rich environments. User experience design requires more than a thin interface veneer
on top of an algorithmic layer. The shape of the user experience must be rooted in the computational
structure from the beginning and co-designed along with the statistical and machine learning
algorithms for data exploration and analysis.
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Introduction

Language is dually privileged as a site of cultural analysis. It has served as a proxy for
human cultural production for hundreds of years before computation, and it emerged as the first
and still most easily-parsed vector for computation in the 1940s as typified by the work of
Roberto Busa." In the current computational moment, it may be useful to think of text as the first
model of human culture in the sense of an imperfect abstraction: the limited dimensionality and
stability of written language enabled cultural output to be quantified and processed using the
technologies of the day.

In the decades since World War Il, advances in algorithms and computation have
pushed the boundaries of text analysis, as well as enabled analysis of non-textual material. The
present moment is characterized by the increasing sophistication of text mining methods, and
the increasing interest in data mining visual, auditory, three-dimensional, and motion-media
cultural artifacts.

In this white paper we describe some of the advances in language analysis presented
during the Culture Analytics Long Program with an emphasis on Workshop IV: Mathematical
Analysis of Expressive Forms: Text Data. We identify three trends that represent significant
advances in computational text analysis: 1) positioning domain expertise as the driver of text
analysis; 2) recognizing that nuanced layers of meaning and information are tied to text
external concepts; and 3) tracking cultural dynamics over time and space. We then use the
current state-of-the-art in text analysis as a yardstick for evaluating the progress of emergent
non-textual forms of culture analytics, including auditory, visual and moving-image.

Theoretical Components and Emblematic Work

The work of Jesuit scholar Roberto Busa in the 1940s is commonly thought to be the
originary moment of computational text analysis for the humanities. Busa’s work to create an
electronic corpus of Thomas Aquinas demonstrated the enormous potential in applying

' Busa, Roberto A. 2004. Foreword: Perspectives on the digital humanities. A companion to digital
humanities: 187-188.
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computational methods to language at scale. Grounded in the medieval monastic tradition of
hand-composed biblical concordances, this early effort at electronic text processing also
reinforced the centrality of written language as the privileged abstract model of human culture.

Concordances (whether on vellum or punchcard) are, by their nature, exponents of the
“bag-of-words” model of language processing.? As computational power increased throughout
the era of mainframe, mini- and micro-computer, and as decentralization led to democratization
of access and eventual personal ownership, more sophisticated approaches emerged. From the
early bag of words approaches of the 1960s and 70s to LSA?® in the 1980s and the development
of probabilistic methods* such as LDA? in the 1990s, one can trace an arc of increasing
sophistication in method, an exponential increase in text data, and awareness of the importance
of context and domain expertise. More recent techniques for word embedding have
foregrounded the importance of context and allowed for more meaningful intervention by
domain experts.

During Workshop 1V, David Blei, one of the creators of LDA, discussed his recent work®
with historians to demonstrate the research pipeline he uses when developing and applying text
mining to large corpora:

KNOWLEDGE DATA

ﬂ =
| l

Make assumptions Discover patterns Predict & Explore

= — — o
0-0-0

Criticize model
Revise s

2 Harris, Zellig S. "Distributional structure." Word 10.2-3 (1954): 146-162.

3 Dumais, Susan T. "Latent semantic analysis." Annual review of information science and technology 38.1
(2004): 188-230.

4 Blei, David M, and Pedro J Moreno. "Topic segmentation with an aspect hidden Markov model."
Proceedings of the 24th annual international ACM SIGIR conference on Research and development in
information retrieval 1 Sep. 2001: 343-348.

5 Blei, David M, Andrew Y Ng, and Michael | Jordan. "Latent dirichlet allocation." the Journal of machine
Learning research 3 (2003): 993-1022.

6 Blei, David M. "Build, compute, critique, repeat: Data analysis with latent variable models." Annual Review
of Statistics and Its Application 1 (2014): 203-232.

7 Blei, David M. “Understanding History Through Topic Modeling.” Presentation at Workshop IV:
Mathematical Analysis of Cultural Expressive Forms: Text Data during the Culture Analytics Long Program
at the Institute for Pure and Applied Mathematics, UCLA, CA, May 23-27, 2016.
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In this model, Blei breaks the process into stages, which both clarifies it and delineates steps in
which one might collaborate with scholars across different disciplines. Blei hopes that the
creation of this research pipeline will allow scholars to examine questions from many fields by
iterating through the process quickly.

There were also a number of critical presentations on Natural Language Processing
(NLP) and sentiment analysis. At the heart of the automated analysis of cultural expressive
forms is the development of mathematical models with sufficient levels of sophistication for
understanding human language. At a broader level, these of models for the human mind at a
functional level recognize language as an encoding of concepts in the human mind.

Early attempts in the 1950s tackled the problem of NLP through an axiomatic approach,
defining a large set of rules governing the structure of the language representations. The advent
of statistical learning techniques changed perspectives on NLP dramatically which, in turn,
made it possible to take advantage of the large amounts of machine actionable data generated
by humans, particularly in recent years.

Common to many NLP applications, whether sentiment analysis, topic modeling, or word
embedding, is an interest in tracking and modeling the temporal development and regional
variation in texts. How for instance does thematic structure depend on specific historical and
external events, and how does the content of social media differ between different cultural and
linguistic groups?

Central to all these models is the notion of context. Distributional semantics models treat
context as what governs the co-occurrence of the words within the text, in different levels of
granularity;® while framing semantics models aims at capturing the real world situation that the
text refers to.'® ' '2 Denotational and model-based semantics models are another effort to tie
natural language understanding more closely to the real world.™

Work in NLP, both as a way to analyze text and as a potential model for understanding
the brain, has been combined with new approaches to sentiment analysis. Understanding
sentiment is increasingly seen as crucial to a broader comprehension of a text. This extra layer
of information about sentiment can lead to extraction of complicating or even contradictory
meanings. There have been many projects aiming to quantify the sentiment of a piece of text.
Most of the more robust algorithms currently available take a lexicon-based approach to
sentiment analysis™, using unigrams and bigrams to evaluate positivity and negativity of a
sentence. There is an immense need for algorithms that use the structure of the sentence to

8 Levy, Goldberg, “Dependency-Based Word Embeddings”, ACL 2014.

® Mikolov, Sutskever, Chen, Corrado, Dean, “Distributed representations of words and phrases and their
compositionality” NIPS 2013.

1% punyakanok, Roth, Yih, “The Importance of Syntactic Parsing and Inference in Semantic Role Labeling”,
Computational Linguistics 34 (2), 257-287.

" Banarescu, et. al. “Abstract Meaning Representation for Sembanking.” Proceedings of the 7th Linguistic
Annotation Workshop & Interoperability with Discourse, pages 178-186, Sofia, Bulgaria, August 8-9, 2013.
2 Tackstrom, Ganchev, Das , “Efficient Inference and Structured Learning for Semantic Role Labeling”,
Transactions of the Association for Computational Linguistics, vol. 3 (2015), pp. 29-41.

¥ Hermann, et. al. “Teaching Machines to Read and Comprehend”, arXiv:1506.03340v3

4 Liu, Bing. "Sentiment analysis and opinion mining." Synthesis lectures on human language technologies
5, no. 1 (2012): 1-167.
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evaluate its sentiment and do not stop at independent analysis of words. The sentiment of a
sentence becomes complicated very quickly as the size of the sentence grows just over a few
words. Accordingly, it would be impossible to fully understand that sentiment without the use of
the sentence structure. Moreover, sentiment analysis tools should dive deeper into the context
of a sentence and not judge it individually and separately from the body of text from which it is
taken, the contexts in which that text is embedded, or the language and/or medium in which it is
written. Context is the key to understanding subtleties of a piece of text. Without this contextual
understanding, it is difficult if not impossible to determine whether the sentiment attached to a
sentence (or utterance) should be interpreted as positive, negative, ambivalent, not to mention
whether that expression can also be read, for example, as sarcastic.

During Workshop 1V, Matthew Jockers (University of Nebraska, Lincoln) discussed his
new Sentiment Analysis tool' '® which attempts to capture the emotional register of novel plots.
During the tool's development, Jockers confronted challenges including the fact that existing
sentiment dictionaries were built for microblogging rather than narrative fiction, and the need to
negotiate the nuances of sentiment at the level of the individual word and in blocks of text. He
met these challenges by developing a sentiment dictionary optimized for fiction, and tagging
individual words based on the context of 3-sentence windows.

It has broadly made sense to focus on language as written text: permanence, large
corpora, machine readability, etc. We are now at a moment when we are becoming increasingly
capable, from a technological perspective, to capture and analyze objects from a variety of
media. If we define language as communication between individuals and groups then we can
see how expressive forms such as film, visual art, and music can also be considered within a
broader understanding of language and culture.

Dan Jurafsky’s “ketchup theory of innovation™’ offers a new model for understanding
innovation in and between communities. In this model, innovation occurs through processes of
borrowing from other countries or disciplines. Jurafsky based this model on the history of
ketchup, and demonstrated how the word ketchup captures not only the history of a specific
condiment but also the interrelation of cultures across the globe in the eighteenth and
nineteenth centuries.

Overlaps with other aspects of CA

The projects, approaches and questions surfaced here resonated with several other
areas of the CA Long Program. The problem of surfacing relevant content in enormous digital
databases which are too large to browse is both an Archival and User Experience challenge (cf
White Paper: Cultural Archives; White Paper: Interfaces and User Experience Design for Culture
Analytics), as well as a promising domain for machine learning (cf White Paper: Cultural
Phenomena at Multiscale and Multiresolution). The domain can be addressed computationally
through “recommendation engines” that use both explicit metadata and latent signals to lead
researchers to relevant content. In many cases, the user’s own intentions can be inferred and

® Syuzhet [https://github.com/mjockers/syuzhet]
16 Jockers, Matthew. 2015. Package ‘syuzhet’.
7 Jurafsky, Dan. The language of food: A linguist reads the menu. WW Norton & Company, 2014.
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these intents can be fed into a recommendation engine as signal. These tools can also make
large digital archives more accessible to the general public.

Main Challenges

Baseline Tools: For language to truly function as a model of human culture, all written
languages need to have equal access to baseline processing and preparation tools. These
include optical character recognition (OCR), tokenization (word separation), part-of-speech
tagging, removal of function words' and other crucial tasks. Currently, support for written
language is concentrated on Western European languages with a primacy for high-status
varieties of English. Fundamental problems in tokenization of Chinese-Japanese-Korean, not to
mention Thai and Sanskrit, for example, remain to be solved. Within Western European
languages, most tools lose efficacy earlier than the nineteenth century, leaving millennia of
human language unavailable for analysis. The same problem applies to very modern idioms,
such as culturally-specific slang and informal registers that predominate on social media such
as Twitter and similar microblogging services.

Distant reading tools such as NLP and sentiment analysis tools still need improvements
in capturing a more accurate and consistent set of results. NLP tools have to take into account
the context of text and topic-specific forms of language. Sentiment measures also need to be in
concordance to the meaning of text and the context it is written in. This introduces the greater
challenge of modeling context in written text and quantifiable measures to analyze it.

Data Sources: A relatively small set of data sources (Twitter, Flickr, Wikipedia, Google Books)
serve as the training basis and baseline datasets for an enormous percentage of Culture
Analytics tools. These datasets have their own representational biases, based on the specific
historical conditions of their creation, curation, and distribution. More diverse sources are
needed to ensure that Culture Annalytics tools and methods are truly effective, rather than just
‘overfitting’ to the small fraction of human culture that has been digitized and is easily
accessible.

Cultural dynamics: Several branches of mathematics have already developed techniques that
offer great potential for the study of cultural change over time. Culture Analytics needs to
identify these techniques and adapt them to large-scale text analysis as well as other aspects of
the analysis of culture at scale (see Arrowhead Problems).

Further Incorporating Domain Expertise: We must continue furthering the incorporation of
domain expertise in all phases of the data-mining research process.' In particular, domain
expertise should be emphasised in the application phase in which questions about how the

18 Jurafsky, Daniel, and James H Martin. Speech and Language Processing: An Introduction to Natural
Language Processing, Computational Linguistics, and Speech Recognition.

® Fayyad, Usama, Gregory Piatetsky-Shapiro, and Padhraic Smyth. 1996. From data mining to knowledge
discovery in databases. Al magazine 17, no. 3: 37.
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results of a particular analysis will be used come into play.? This issue was highlighted during a
working group project on public health issues.

Beyond Textual Models: Within the broad area of work on culture and language text analysis
is still the primary focus. There are many good reasons for this status quo, but there is much to
be learned from thinking of language more broadly to include artifacts in addition to written text.
Moving beyond textual models (cf Workshop 1: Beyond Text) necessarily implies moving
beyond the agreed-upon representation of text as ascii (later Unicode). In many cases, signal
processing approaches must be used to identify constituent elements of visual artworks, or
sonic performances. These might serve as the rough equivalents to words, sentences and
paragraphs in the textual model. One main challenge associated with shifting to other media is
the need to deal with even higher-dimensional data. Analyzing such data will likely require more
machine learning and deep learning approaches.?' 2

Future Directions

As text mining and related approaches continue to develop and become even more
nuanced, there must be equal focus on considering language more broadly. We saw this
movement in a number of presentations during Workshop 1V. Jurafsky challenged us to rethink
our model of innovation through the evolution of ketchup not only by examining traces in
historical texts, but also through a consideration of flavor. Tanya Clement posed the question,
“What would a Poetry 101 class look like if it was all sound recordings rather than texts on a
page?” During the entire Culture Analytics Long Program, we were asked to consider culture
beyond text, and that led to a number of fruitful conversations on how we can further the
longstanding practice of treating the written word as a privileged model of human culture, while
also advancing the analysis of models in sonic, visual, spatial and other dimensions. Much of
the work presented at the workshop captured the early work of larger projects. Discussing these
early-stage projects in an interdisciplinary environment creates more meaningful opportunities
for collaboration.

2 Glorot, Xavier, Antoine Bordes, and Yoshua Bengio. 2011. Domain adaptation for large-scale sentiment
classification: A deep learning approach. Proceedings of the 28th International Conference on Machine
Learning (ICML-11).

21 Weigel, Van B. 2002. Deep Learning for a Digital Age: Technology's Untapped Potential To Enrich
Higher Education.. Jossey-Bass, 989 Market Street, San Francisco, CA 94103-1741.

22 Ngiam, Jiquan, Aditya Khosla, Mingyu Kim, et al. 2011. Multimodal deep learning. Proceedings of the
28th international conference on machine learning (ICML-11).
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Cultural Phenomena at Multiscale and
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Tina Eliassi-Rad (Northeastern University)
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Maja Gutman (Institutum Studiorum Humanitatis (Alma Mater Europaea))
Katherine Kinnaird (Brown University)

John Laudun (University of Louisiana)

Pablo Suarez-Serrato (National Autonomous University of Mexico UNAM)
Melvin Wevers (Utrecht University)

Introduction

Culture Analytics seeks to understand cultural phenomena as inherently multi-scale and
multi-resolution. Cultural phenomena are multi-scale in that they span various ranges of time
and/or exist in scalable spaces. They are multi-resolution in terms of their self-similarity across
time and space. To address these complexities, Culture Analytics harnesses methods drawn
from Machine Learning, Applied Mathematics, and Data Science, and weds them to problems in
the study of culture, drawn largely from the Humanities and the Social Sciences.

Humanities and Social Science theories have long acknowledged, and often accounted
for, the dynamic nature of human culture.” While the many interrelated fields represented by
these broad disciplines have created several centuries of productive and meaningful research,
the opportunity now exists to operationalize many of the theories that form their basis. A major
focus of Culture Analytics is, consequently, to begin an open dialogue concerning the
implementation of the abstract tools and models from mathematics and related disciplines that
can address questions concerning culture.

The Arrowhead problems in Culture Analytics (see White Paper: Introduction to Culture
Analytics) raise several questions focused specifically on the application of multi-scale and
multi-resolution techniques: What elements, or dimensions, of cultural phenomena can be
measured, and what are the appropriate metrics? What kinds of models, not only descriptive but
also predictive, could be developed based on these metrics?

' During the Culture Analytics program Aaron Clauset, Dan Jurafsky, and Maria Binz-Scharf among others
approached cultural expressions (university hiring, food, work practices) as dynamic and complex
processes.
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Main Theoretical Components of this Topic

Large amounts of cultural data are now available online.? Already, a great deal of work is
being done to develop more sophisticated ways to correlate diverse dimensions of cultures and
explore hierarchies describing the culturally productive ways in which people in groups interact
(cf Journal of Cultural Analytics). Culture Analytics takes this multi-scale, multi-resolution
approach to be foundational and seeks to be a synthetic and contiguous sphere of activity.
Many of the current efforts across the Humanities, the Social Sciences, the Mathematical
Sciences, and the Data Sciences have largely relied on various kinds of borrowings. We
contend that Culture Analytics requires a more integrated approach to addressing these
complex problems (cf White Paper: Collaboration and Translational Data Science for the Study
of Culture). In Workshop 3, for example, Ingrid Daubechies demonstrated that image analysis
could detect differences between original paintings and their forgeries, ultimately revealing that
a difference in the brush strokes between originating artists and forgers could be attributed to
intentionality. Intriguingly, it is the forger’s strokes that are more considered, controlled, and
regular due to the conscious nature of replication. Her collaborative work with artists, art
historians, and computer scientists is exemplary of the multi-scale, multi-resolution approach we
see as the key to a successful Culture Analytics.

Mathematical Possibilities for Quantifying Cultural
Phenomena at Multi-scale and Multi-resolution

It has become something of a commonplace that culture, and cultural data, exist at a
number of levels. The usual contrast has been close reading versus distant reading (Moretti),
but other terms such as macroscope (Tangherlini) or macroanalysis (Jockers) reveal that the
binary is less interesting than the ability to scale up and down, achieving the resolution that best
works for the data or topic at hand.® While this notion of scale has become a regular part of
discussions in the digital humanities and social informatics, there has been less attention paid to
how cultural phenomena on the micro level might reveal a level of heterogeneity that disappears
at the macro level. To understand the multiple identities and multiple worlds within which
individuals interact as well as how small communities and identities cohere into larger wholes,
Culture Analytics approaches the micro and macro aspects of culture on both a continuous
scale and resolution.* Such a focus requires a more sophisticated understanding of the relevant

2 Note that despite the “bigness” of data, our observations of cultural phenomena are often partial. (Alas, we
are not omniscient.) This partial observability leads to biased and incomplete data; and consequently to
skewed and sometimes even incorrect results. Eliassi-Rad’s talk in Workshop 3 covered ways to enhance
incomplete data.

3 Moretti, Franco. 2013. Distant Reading. Verso. Tangherlini, Timothy. 2013. The Folklore Macroscope:
Challenges for a Computational Folkloristics. Western Folklore 72:1 (Winter 2013): 7-27. Jockers, Matthew.
2013. Macroanalysis: Digital Methods and Literary History. University of lllinois Press.

4 Don't ask where I'm from, ask where I'm a local by Taiye Selasi; DeLanda, Manuel. A New Philosophy of
Society: Assemblage Theory and Social Complexity. London: Continuum, 2006; Appadurai, Arjun.
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methods and methodologies as well as a more nuanced recognition of the culturally motivated
questions and theories.

This ability to shift scales has clear ramifications for the application of cultural
understanding to real world problems, such as those related to the environment, social unrest,
and public health. To be effective, for example, improving public health requires efforts that
function on multiple scales. Attempts to reduce tobacco use should focus on the individual
(nicotine patches), the family/social unit (counseling interventions that promote constructive
dialogue), and government institutions (tobacco control legislation). Without an understanding of
the interaction between scales and common patterns across scales, the mechanisms
implemented to affect change are likely to be incomplete and insufficient.

An intriguing idea related to culture is that these multi-resolution phenomena reflect
self-similarities and fractal structures. A visual metaphor for such a phenomenon is a Sierpinski
carpet (Figure 1a). Cultural processes might not always be best explained using such strict
formalizations. For instance, those drawn from chaotic mixing (Figure 1b) might be more apt.
Alternatively, consider the development of complex fractals as a result of fluid flows (cf IPAM
Long Program on Turbulence). This mixing model approximates processes of virality, diffusion,
and self-similarity in chaotic systems and may have considerable applicability to cultural
phenomena, aligning well with the theories of culture found in the Humanities and Social
Sciences (e.g. social constructivism, critical theory, structuralism, phenomenology, symbolic
interaction theory and game theory).

Figure1: (a) Multi-resolution (self-similarity): An Example of a Sierpinski Carpet. (b) An example
of Chaotic Mixing, for a Visual Analogy (from http://iramis.cea.fr/Images/astima/993_1.jpg).

Modenrnity At Large: Cultural Dimensions of Globalization. Minneapolis: Univ Of Minnesota Press, 1996;
Robertson, Roland. “Glocalization: Time-Space and Homogeneity-Heterogeneity.” In Global Modernities,
edited by Mike Featherstone, Scott Lash, and Roland Robertson, 25—-44. Theory ; Culture & Society.
London: SAGE Publications, 1995.
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Leveraging Mathematics for Culture Analytics

Feature extraction, dimension reduction, feature engineering, representation learning,
and topological data analysis are a few of the different areas in Applied Mathematics and
Machine Learning that can be leveraged in Culture Analytics. Dimension reduction and feature
extraction are two areas that facilitate the examination of cultural data at various levels and
resolutions, providing insights on the patterns that exist at the micro-, meso-, and macro-levels.
Both techniques seek to limit the number of dimensions or features used to understand data,
while not losing crucial information about that data. Importantly, these techniques apply across
all cultural data. So, for instance, in Workshop |, Lindsay King demonstrated an interface for
2-dimensional exploration of Vogue magazine covers across several time and hue scales.

We stress that computational processes applied to the data-driven analysis of culture at
scale must include the domain expertise of scholars from fields traditionally focused on the
study of culture. Such translational collaborations will push to innovations in dimension
reduction and feature extraction techniques (cf White Paper: Collaboration and Translational
Data Science for the Study of Culture). In an intriguing presentation during Workshop 3, Aaron
Clauset discussed work using network science on university employment patterns, exposing
that North American universities tend to hire each other’s students resulting in a “homeland”
versus “colonies” dynamic. This work is an excellent example of using network science at
several scales to illuminate patterns at both macro and micro scales, while at the same time
identifying phenomena in our own close homogeneous groups (university departments) of which
we are unaware, and that might require thoughtful consideration.

Examples from social networks revealed the pervasiveness of bot accounts (cf Menczer
BotOrNot),® while studies of censorship and self-censorship in weblogs were discussed by
Margaret Roberts.® The work presented by these two groups has led to a new collaboration in
studying the effect of entire networks of bot accounts that flood Twitter, thereby censoring the
communication channel that “protest hashtags” provide. These bot attacks have profound social
impact, and have reportedly influenced elections in Latin America recently.” The multi-scale
nature of these investigations is revealed when comparisons are made at increasing levels of
resolution, starting with small locations and moving up in scale through cities, countries, regions
and ultimately the whole world. This approach allows for cultural comparisons to be made at a
quantitative level.

Feature engineering and representation learning are essential components of any
approach in Culture Analytics. Feature engineering is the process of (often manually) creating

5 BotOrNot: A System to Evaluate Social Bots (WWW Developers Day 2016) Clayton A. Davis, Onur Varol,
Emilio Ferrara, Alessandro Flammini, Filippo Menczer, arXiv:1602.00975 [cs.Sl]

5 King, Gary, Jennifer Pan, and Margaret E. Roberts. “How Censorship in China Allows Government
Criticism but Silences Collective Expression.” American Political Science Review (2013). copy at

http://j. mp/LdVXaN

7 “How to Hack an Election, Andrés Sepulveda rigged elections throughout Latin America for almost a
decade. He tells his story for the first time.” Jordan Robertson, Michael Riley, and Andrew Willis. March 31,
2016 (http://www.bloomberg.com/features/2016-how-to-hack-an-election/ accessed 6/9/16).
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features for machine learning algorithms and relies heavily on domain expertise.® The teams
that recognize the need for domain expertise move rapidly to the head of the line, as domain
experts provide clear direction on feature engineering. Representation learning is the process of
automatically transforming data into representations that can be effectively used by machine
learning algorithms; domain experts here can provide input into this process through data
selection and priors on the representations. Part of the excitement around deep learning comes
from the effectiveness of representation learning for several important tasks such as object
recognition and speech recognition. Aram Galstyan’s talk in Workshop 3 included aspects of
representation learning for social media data.

Topological data analysis is a method to explore the various scales at which a cultural
phenomenon may take place in a manner that does not depend on a specific distance or metric.
This technique allows for different topological features of a given space (datasets, point clouds,
vector representations, etc) to be distinguished and recorded in a precise fashion
(Zomorodian-Carlsson, Ghrist).? In this view, a network gives rise to a space called a simplex,
and its persistent homology is computed. Multiple timescales can be observed by using
perturbation theory to analyze nonlinear dynamical systems (Strogatz). Looking at networks
again, theorems from symbolic dynamics can quantify properties of diffusion of culture (memes,
virality, and misinformation, for example) in terms of mixing, entropy and ergodicity.

An important aspect of Culture Analytics is measuring similarity across scales and
resolutions. Eliassi-Rad’s presentation during the Tutorial week covered a guide for selecting
algorithms that measure similarity in complex (social) networks at micro-, meso-, and
macro-levels.

Conclusion

We see one of the first steps for Culture Analytics to be the development of a coherent,
central core of methods that can act as both a resource and a guide for practitioners. One could
imagine a series of workshops or other pedagogical interventions that would help educate
researchers from the humanities and social sciences about the relevant mathematics and
machine learning methodologies and, just as importantly, educate mathematicians and data
scientists about the relevant theoretical aspects of the study of culture. By bringing these groups
of domain experts together, the opportunity is ripe for creating entirely new approaches and
theories of cultural dynamics. While there have been a number of theories developed about the

8 Matthew Jockers - Sentiment Analysis as Proxy for Plot; David Blei - Understanding History using Topic
Modeling; Taylor Arnold - Recommender Systems for Digital Archives.

¥ Edelsbrunner, H., Letscher D., and Zomorodian, A. Topological persistence and simplification. Discrete
Comput. Geom. 28 (2002), 511-533. Afra Zomorodian and Gunnar Carlsson. 2005. Computing Persistent
Homology. Discrete Comput. Geom. 33, 2 (February 2005), 249-274.
DOl=http://dx.doi.org/10.1007/s00454-004-1146-y. R. Ghrist, “Barcodes: The persistent topology of data,"
Bull. Amer. Math. Soc., 45(1) 61-75.

10 Hasselblatt, Katok, Infroduction to the Modern Theory of Dynamical Systems, Cambridge University
Press, 1996.

White Paper: Multi-Scale and Multi-resolution Approaches in Culture Analytics 5



http://dx.doi.org/10.1007/s00454-004-1146-y

https://www.math.upenn.edu/~ghrist/preprints/barcodes.pdf



way culture works, Culture Analytics offers the chance to operationalize these theories, thereby
making them available for testing. Consequently, Culture Analytics will not only significantly

advance how we understand culture but also the way we understand the development of ideas,
itself a cultural process.
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Mehrdad Yazdani (UCSD)

Introduction

The Humanities and Humanistic Social Sciences are driven by the availability of often
highly specialized domain specific data, and are characterized by a significant ability to
qualitatively analyze that data. An emerging challenge concerns the vast amounts of machine
readable cultural data that now characterizes certain research problems in these disciplines,
and the inability of these scholars on their own to undertake the data-driven analysis of culture.
This disconnect between significant data repositories and well defined theoretical methods for
qualitative analysis on the one hand, and the recognition that computational approaches to
these data sets can provide considerable value to a complementary quantitative analysis is
quickly becoming a pressing concern. A complementary situation holds in the realm of
Computer Science, where large numbers of skilled technicians emerge from programs designed
to drill them on data structures, algorithmic efficiency, and adherence to project specifications,
without any particularly relevant application at the forefront.

Recently, the field of computer programming has undergone a radical transformation.
Gone are the days when one would be expected to start a project from scratch, write one’s own
sort algorithm, or even design one’s own data structure. Standard libraries have become the
norm, generic programming has become the de facto starting point of any complex algorithm,
and programming languages such as Python and R greatly simplify the complexities of
languages like C.

As user friendly as languages such as Python and R are, there is still a gap which
separates many researchers from the computational tools that could unlock their ability to more
effectively analyze their data. The gap is closing, however, and at this point the level of
expertise demanded of programmers is diminishing. Indeed, many undergraduate students with
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basic programming knowledge are ready to help address the computational challenges faced by
researchers across many disciplines, particularly those with a traditionally qualitative orientation.

Setup

In an effort to solve practical problems associated with data analysis, and provide a
valuable learning experience to undergraduate students, we endeavored to facilitate
collaborations between students and researchers. These collaborations were designed to build
on each other’s strengths. The catalyst was an advanced programming course at UCLA, PIC
10C, where students not majoring in engineering or computer science (i.e. mostly Mathematics
and Social Science majors), were instructed differently than their Engineering School
counterparts, with an emphasis on C++ language features and the C++ Standard Library rather
than abstract language-free constructs.

The students in this course also had a final project requirement, written over the course
of 6 weeks, typically in the form of a game written in Qt. For this special term, they were given
the option to participate in a research project with a participating Culture Analytics long program
researcher from the Humanities or Social Sciences. For many students, this was their first
experience on a research project. The groups were divided into teams which met regularly with
the researchers to discuss progress and future directions.

Before we discuss the projects at a greater level of specificity, we remark on what we
believe were several crucial ingredients which contributed to the success of the collaborations:

1. Incentives

2. Milestones

3. Training

4. Ambition
On a semi-weekly schedule, the students had to turn in partially completed work, which forced
them to think in terms of breaking the project down into smaller pieces and achieving milestones
along the way. It also kept them constantly incentivized to work sooner rather than later. Due to
the evolution of their programming training based primarily on learning language features and
extracting properties of existing libraries, there was already a culture of self-exploration
associated with having an abstract problem and needing to search for an appropriate tool in a
library with which to concretely address it. Finally, many, if not most of the students in this
experiment, exhibited the ambition to attend graduate school. Therefore, it was appealing to
many of them to have a letter of recommendation from a leading researcher in the field attesting
to the quality and impact of their work.

Projects

In each of the projects below, we describe briefly the motivation from the Humanities and
Social Sciences, and then attempt to describe from a pedagogical point of view the evolution of
the projects.
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a. Soviet Writers Project

(In Soviet Russia, the computer programs you!)

This project, which involved a small, self-contained, mostly complete, and static data set,
the pedagogical emphasis was on comparing two different approaches to interpreting and
solving a problem. One group of three students desired to store, analyze, and display the data
completely from scratch using only tools from the C++ Standard Library, and using the basic
plot tools provided in the Qt framework. Another group of three students chose instead to use
the network library in R and web tools to embed the resulting images into a html page so that it
would be more accessible to researchers in other parts of the world.

Students:
Jing An, Wei Dai, Hengzhi Wu, Natalia Kazimi, Samir Patel, Zhongqi Wang
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Soviet Writer Project Static Plot Dynamic Plot  About
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Connected to whom
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b. Digitizing Polish newspapers from 1950-1980

(OCR)

The initial problem was that the Optical Character Recognition (OCR) of the
photographed images of the Polish economic newspaper “Zycie Gospodarcze” using the open
and free OCR program Tesseract, could only achieve approximately 5% accuracy, not nearly
sufficient for research purposes. The goal was to devise a much more accurate OCR on the
dataset. The researcher proposing this task, Mila Oiva (Cultural History, University of Turku &
Aleksanteri Institute, University of Helsinki, Finland), explained that Tesseract worked well for
other Polish texts, but this particular dataset was problematic because of the quality of the
photographs. Good OCR tools are extremely important for historians because the majority of the
sources used in history research are not born-digital. Furthermore, the availability of easy-to-use
OCR tools is crucial because the maijority of historians do not have a strong computing
background. The availability of these tools is also important because institutional archives often
concentrate on digitizing documents that are considered to be nationally important. Yet, in order
to maintain the variety of the ways in which we understand our past, it is essential that historians
can also use documents that are not considered of major importance, and therefore not readily
available in digitized form. Many text analysis programs are made initially for English, which
poses problems for studying sources in any other language in the world.

This project represented the greatest diversity of programming skills, backgrounds, and
mentoring. Part of this was due to the form of the data, i.e., image files, which are not easy to
parse directly. Instead, the students invoked the use of languages such as Octave to load in
images, extract pixel values, and then apply various thresholding algorithms.

This project also stands out due to the use and timing of mentorship. Initially, the
instructor of the programming course seeded the general approach of the project to one of the
participants, breaking down the complexity of the problem into the following steps:
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Load in the file

Extract a line of text from the image file

Crawl through the line and attempt to extract one character at a time
Analyze the character, e.g., compare with dictionary of letters.

hwnh =

The tasks were then divided up among the remaining participants in a self-organizing manner,
without any added input from the instructor. While the first three approaches were ultimately
adopted and implemented, the final analysis of character recognition was the main bottleneck
until the final week of the project. At that point, further mentorship was provided by the teaching
assistant, an Applied Mathematics PhD student with a moderate background in image
processing and an extensive background in programming. At his suggestion, they implemented
a recent neural network algorithm which led to significant boosts in performance.

The researcher and the student group held meetings once a week, where the students
reported how they had been proceeding, and what kinds of problems they faced. The role of the
researcher was mainly of a client, keeping up at which phase the project was. She provided the
group with short texts she typed from the newspapers to use as a training set.

The final result was a program which loaded an image file, allowed the user to select a
subset of the image, and then extract the set of characters with a much higher accuracy than
previous software packages. It does not allow batched OCR, which is often helpful when
working with large quantities of text. However, the program is extremely useful for selecting
particular articles in the images depicting the whole newspaper page. The output text has
underlining of the misspelled words, which makes the cleaning process easier.

The students produced an introductory video of the project:
https://www.youtube.com/watch?v=3CDqgex8LSI8&feature=youtu.be

Students: Jennifer Okamura, Jack Wu, Xinting Zhao (Bess), Zane Karl, Simon Hua
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c. Providing an Interface using PyQt for Image Study

(Who doesn'’t like the terminal?)

The challenge in this project was to develop a system that, given a large collection of
images, could produce various types of montages of the images, allowing an art historical
researcher the opportunity to discern latent patterns in the image collection based on various
sorts and displays of the images.

There is nothing worse than to devise and implement a tremendously useful application,
only to be thwarted by an interface which deters potential users. Such was the case with this
project, which demanded its users utilize the terminal in order to load in images for analysis.
Consequently, there was a pressing need for a more intuitive and pleasant interface.

This project also had the added benefit of communication difficulties, as the participating
researcher from the project provided all of the necessary initial information and data for the
students to begin the project, after which they were unable to make contact with the researcher
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and get desired feedback. Nevertheless, they were advised to simply continue and explore
which parts of the project were able to be completed without further input and given carte
blanche to develop it as they saw fit. Quite admirably, they saw fit to work around the absence
of certain CSYV files, providing everything needed in principle so that once such properly
formatted files were provided, the program should work verbatim without any extra programming
input.

Students:
Shiyun (Lily) Qiu, Siwen (Selina) Tang

Qut B nsicion W Enter |
|

Choose the directory of your photos
Choose the directory to save your plot
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User Instruction

Create the image montages and histograms from the interface:
Choose option No. 1 to 5 on main interface.

Click Enter to select the paths for input and output locations.
Enjoy using the interface!
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Conclusions

Culture Analytics as a translational field that works at multiple scales and multiple
resolutions is already capturing the imagination of students. Our work with advanced
undergraduates who have a background in both computer programming and qualitative
approaches to the study of culture has revealed a ready and eager group of students who in the
years to come will develop the field. Our pedagogical experimentation holds great promise for
the future. We were particularly buoyed by the success of bringing students together with
researchers whose problems were not typical computer programming problems. As the students
became aware of the particular focus of the cultural researchers, they began to approach their
programming differently, recognizing that the domain expertise of all members of the team could
lead to work that was truly interdisciplinary in scope and geared toward solving a problem in a
field where such computational approaches to problem solving were previously intractable.

As a result of our initial pedagogical experiments, we recommend that additional focus
be placed, already at the undergraduate level, of the development of research teams focused
on specific problems in the data-driven analysis of culture. Support for team-taught courses that
are project focused are appealing to researchers, teachers, and students alike, and hold great
promise for rapidly advancing the creation of knowledge.

White Paper: Teaching Culture Analytics 9






Culture Analytics:
White Papers

Edited by
Timothy R. Tangherlini (UCLA)





Table of Contents

. Culture Analytics: Introduction
. Cultural Archives: Enhancing Materials, Collections, Formats, Data

for Culture Analytics

. Collaboration and Translational Data Science for the Study of Culture

4. Interfaces and User Experience Design for Culture Analytics

5. Cultural Phenomena at Multiscale and Multiresolution: Powers and

Perils

6. Language and Culture Analytics

. Teaching Culture Analytics






Culture Analytics: An Introduction

James Abello (Rutgers Univ and DIMACS)
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Introduction

The data driven analysis of culture is now a reality, and calls for substantial investment in
the emerging field of Culture Analytics." Culture Analytics simultaneously studies the dynamics
of culturally informed interactions between people, and the cultural expressive forms that result
from these interactions, and it does so at scales hitherto unimaginable. Researchers from the
Humanities, the Social Sciences, the Mathematical Sciences, and the Data Sciences are now
collaborating to identify, document, and integrate concepts, methods and tools that will provide
an intellectually and ethically sound approach to the study of cultures across time and across
space, leveraging the enormous gains made in the past decade in computation and machine
readable cultural archives, from libraries and museum collections to the born digital cultural
expressions of billions of people on the internet. This rapid proliferation of digital data has made
the role of Culture Analytics all the more central particularly given the potential for significant
benefit that lies in harnessing the domain expertise of researchers across these disciplines. The
fundamental need for a collaborative approach that traverses disciplines which traditionally have
little interaction will ensure that Culture Analytics matures rapidly, and that data-driven studies of
culture will be both responsible and meaningful.

Culture Analytics is, by definition, a collaborative, translational data science that explores
culture and cultural interaction as a multi-scale / multi-resolution phenomenon. The macroscopic
view, that allows a researcher to move from the microscale of close reading, up through the
mesoscales, and on to the macroscale of distant reading, is a hallmark of the discipline.
Disciplines that are traditionally focused on the study of culture from the Humanities and Social
Sciences are central in the development of research questions and techniques, and scholars
from these fields working collaboratively with Engineers, Computer Scientists and Applied

' We deliberately use the term “Culture Analytics” as opposed to the term “Cultural Analytics” (Manovich
2007). In this formulation, “Culture” as a noun, is the object of analysis--an analysis that recognizes that
culture is a dynamic process and, through that process, cultural artifacts--expressive forms that are
remarkably efficient at encoding cultural ideology (norms, beliefs, values)--are created. Thus, culture
analytics is the data-driven analysis of culture.
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Mathematicians can ensure that none of the work is conceptualized as service. Rather, we
recognize that the teams that work best together have the best chance at unraveling some of
the extraordinary complexity of culture.

A main concern of Culture Analytics researchers is how best to formalize the validity of
cultural hypotheses and models obtained via the analysis of organic data either collected
passively or collected for other purposes. This challenge is particularly crucial given the
enormous amount of effort directed at the analysis of cultural phenomena from sources such as
the internet, where controls are not put in place by design. While the Social and Behavioral
Sciences are used to generating data from experiments that are carefully designed, and while
the Humanities rely on rich historical archives of textual and material representations of past
cultural activity, these scholarly traditions may need to be updated in the context of the
explosion of digital resources that reflect cultural processes. Some researchers in these fields
are, and perhaps rightly so, skeptical about any claims made from large-scale organic cultural
data, yet it is precisely this type of data that fuels a great deal of investigation in the data-driven
study of culture as currently practiced. Consequently, there is room for considerable formal work
to establish metrics for evaluating when a data set can be trusted. We consider this one of the
central open challenges for Culture Analytics. As an intermediate step, we propose that the
generation of hypotheses and their verification via controlled experiments may provide
opportunities to move incrementally toward meeting the challenges related to data integrity.

The ethics of cultural data analysis is similarly a central concern of Culture Analytics.
The data-driven analysis of culture can lead to the discovery of both socially constructive and
socially destructive patterns. Similarly, there is a strong possibility that individuals’ privacy as
well as safety can be at risk. Recognition of these risks, while also recognizing the massive
social and cultural benefits that can derive from cultural analysis at scale are crucial to the
success of the discipline. While civil unrest and wars have threatened cultural heritage sites
throughout North Africa and the Middle East, techniques related to rapid crowd-sourced
documentation, as well as the prediction of at-risk sites, can be deployed as a means for
attenuating these threats. Similarly, culturally sensitive responses to natural disasters could
allay some of the profound missteps of earlier responses such as those in the aftermath of
Hurricane Katrina. Algorithms designed to work with large scale cultural data need to be
sensitive to the biases that may creep into this work. For instance, in a well known failure,
Google Photos accidentally labeled photographs of black people as gorillas, a deeply offensive,
regrettable, and avoidable situation.? Understanding cultural processes, and providing robust
documentation of cultural artifacts, all within an ethical context sensitive to an individual’s
human rights is a core aspect of Culture Analytics.

As a first step toward articulating the goals and challenges of Culture Analytics, NSF’s
Institute for Pure and Applied Mathematics (IPAM) at UCLA sponsored a long program during
the spring 2016. The program, organized into a weeklong tutorial, four weeklong workshops,
and a concluding workshop at Lake Arrowhead, brought together over 150 scholars as
participants and speakers to address these complex issues. The goal of the long program was

2 Alistair Barr, “Google Mistakenly Tags Black People as ‘Gorillas,” Showing Limits of Algorithms”, The Wall
Street Journal, July 1, 2015. http://on.wsj.com/1CaCNIb
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to offer an inflection point in the development of the field, recognizing the acceleration of work
on cultural problems across many disciplines that take advantage of the explosion in
machine-actionable cultural data, from historical archives of texts to rich 3D representations of
archeological sites, from Twitter commentary on current events to huge collections of user
interaction data on dating sites. By coming together and learning across disciplines, the goal is
to move toward a collaborative, translational data science for Culture Analytics that converges
on a shared understanding of the challenges associated the data driven analysis of cultural
phenomena.

The Arrowhead Problems in Culture Analytics

Inspired by the now classic “Hilbert Problems” in mathematics (1900), the participants in
the Culture Analytics long program devised a series of thirteen, Hilbert-like problems, that may
provide clear goals for the development of Culture Analytics in the years to come.

We explain briefly below each problem what we understand to be the core of the
problem, and why we believe it to be one of the essential problems in the discipline. Many of the
problems have no clear resolution at the current time, and several problems may be
unresolvable. We do not expect these to be easy or resolved in the near future, but we do find
them to be of such fundamental nature, that even partial solutions will help drive the field of
Culture Analytics in the years to come.

1. Metrics for the study of culture(s)

2. Identifying, defining and measuring cultural complexities

3. Is culture automatically the result of the evolution of groups (see Hilbert Problem #5)
4. What are the fundamental mechanisms for cultural network formation?

5. Find algorithms to detect the culturally meaningful topical structure of heterogeneous
cultural data (see Hilbert Problem #10)

6. Find algorithms to detect culturally meaningful phase transitions in heterogeneous
cultural data (see Hilbert Problem #10)

By analogy with transitions between solids, liquids, and gaseous states of matter, a
cultural phase transition is conceptualized as a change in a feature of a cultural system.
These phase transitions include emergent large-scale ordered or disruptive cultural
movements, as well as the formation and change of large-scale social opinion or mood.
These transitions are often accompanied by large changes in cultural entropy, and thus
in principle can be readily detected.
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7. ldentify invariance of offline and online culture(s) to understand their co-evolution

8. Measure the impact of culture on social conflict, inequality, health (e.g., there are
different narratives/reasons why groups of people do not vaccinate their kids), and the
environment. Disentangle correlation and causation, aim to understand delays (e.g., the
time it takes between a new culture becoming available and its impact on daily life) and
positive plus negative feedback cycles.

9. Measure the rate of change in culture, identify what influences this change, and map the
the interdependencies between online and offline cultures.
Culture is an ever changing process. How should we measure this change? What does
the rate of change tell us about the robustness of a culture? What internal and external,
online and offline forces cause change in a culture?

10. Scaling algorithms to any heterogeneous cultural data
11. Can one develop a calculus of culture?

12. Are there axioms of culture and can one develop a mathematical treatment of these?
(see Hilbert Problem #6)

13. How do we measure the cultural impact of globalization?
A recent study by Facebook Research reported the following: “Each person in the world
(at least among the 1.59 billion people active on Facebook) is connected to every other
person by an average of three and a half other people.” As people from various cultures
come together in forums such as Facebook, creating new virtual cultural groups,
nuances of the individual cultural backgrounds of the members of these new groups
change through processes such as hybridization, creolization or other negotiated forms
of in-group cultural alignment. This globalizing tendency toward cultural alignments has
advantages and disadvantages. For example, humans are inherently tribal; how does
this trait manifest itself in these globalized virtual communities?

Grand Challenges for Culture Analytics

3 https://research.facebook.com/blog/three-and-a-half-degrees-of-separation/
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Along with the Arrowhead Problems in Culture Analytics, the participants in the IPAM
long program identified a group of Grand Challenge areas for Culture Analytics. It is in these
areas that we believe the greatest gains can be made, particularly by groups working with the
processes and approaches that we discuss in the six Culture Analytics white papers. These
Grand Challenge areas are broken into four main groupings: Theoretical Challenges, Empirical
Challenges, Applied Mathematics/Computer Science Challenges, and Practical Societal
Challenges. We deliberately do not specify a Humanities and/or Social Science set of
challenges as all of these challenge areas can be seen as subsumed under the larger umbrella
of the study of culture at scale.

We propose to curate these Grand Challenges for Culture Analytics on a wiki page,
allowing for CA researchers to propose challenges and sub-challenges in the coming years.

e Theoretical Challenges
e Properties of cultural systems (what correlations, statistical models, laws exist?)
e Phase transitions (e.g., the shifting perception of tattoos over time and across space)
e Empirical Challenges
e Hypothesis testing of cultural assumption (e.g., acceleration of culture, the
perception of time compressing as time progresses)
Validate humanistic approaches for understanding culture
Validate cultural paradoxes
A/B testing in cultural systems
Creation of an open source software package that is accessible, module,
adaptable and that allows for reproducibility in Culture Analytics research
e Engineering/Computer Science/Applied Mathematics Challenges
Scalability (to trillions of records/PB of data)
Usability
Interpretability
Reproducibility
Long tail distributions for cultural phenomena
e Practical/Societal Challenges
e Improve health (e.g. Use social media data to predict and prevent episodes of
depression)

Measure, model, and promote cultural diversity

Reduce substance abuse and identify communities at risk (e.g. Contextualize

people’s experiences and behaviors in overall contexts)

e Promote global peace by analyzing media reported events and identifying bifurcation
points
e Promote social stability by decreasing inequalities in education, economics, and
health
Reduce education inequality and increase the teaching of diverse cultures
Privacy
Ethics
Access
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Conclusion

Culture Analytics is moving out of its infancy, but it is still a young discipline. Drawing on
the groundbreaking work of colleagues in Digital Humanities, Computational Social Sciences,
Data Science, Computer Science, Mathematics, and Engineering, Culture Analytics neither
subsumes nor is subsumed by any of these disciplines. Instead, it stands as an exciting new
translational data science, one that takes advantage of the expertise of colleagues across the
cultural disciplines, from Humanities, with its focus on cultural artifacts, to Social Sciences, with
its focus on cultural processes, from Library Science, with its focus on archiving of cultural
expressive forms. These researchers are wedded in complex teams with colleagues from the
Mathematical, Engineering and Computer Sciences, all with the goal of unraveling the
remarkable complexity of culture and promoting positive social developments.

Additional White Papers in the Culture Analytics Series:

Cultural Archives: Enhancing Materials, Collections, Formats, Data for Culture Analytics
Collaboration and Translational Data Science for the Study of Culture

Interfaces and User Experience Design for Culture Analytics

Cultural Phenomena at Multiscale and Multiresolution: Powers and Perils

Language and Culture Analytics

Teaching Culture Analytics
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